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ABSTRACT

This studies chjective is the performance evaluation of the
existing CAD/CAE network at NASA/KSC. This evaluation also
includes a similar study of the Office Automation network,
since it is being planned to integrate this network into the
CAD/CRE netwcrk. The Microsoft mail facility which 1is
presently on the CAD/CAE network was monitored to deta2rmine
its present usage.

This performance evaluation of the various networks will aid
the NASA/KSC network managers in planning fer the
integration of future workload requirements ints the TAD/CAE
snietwoerk and determining the effectiveness ¢f thoe rlanned
FDDI migration.
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SUMMARY

The Computer Aided Decsign/Computer Ai1ded Engineering
(CAD/CAE) network ~at Kennedy Space ~enter is composed of
segnented Local Area Networks {LAN!. These cegmenited LAN'S
are to be interconnected through an intelligent switch. At
present this LAN 15 a segmented Ethernet network. The
design/engineering workstations are wvariocus Intergraph and
Digital Egquipment Covrporation products, mainiy. The host 1is
a VAX cluster and there are ceveral Intergraph servers, or
plotting/printing/dlsk storage.

In a NASA/KSC report pressinted 1 1938 the ZIZthern2t peak
atilization was under 3% ané there were onliy fourteen
Tntargraph workstations <n the Headguartars LAN. At crezent
utilizations of 80% have beenn observed in short bursts and
10-25% averaged over longer time periods. Ther=s are
presently 58 workstations c¢nn the NASA/XKSC HZ LAN. Thie
Microsoft maixil facility and the planned integratics of the
office Automation network shoulid have minimal impact. since
they have average usage of less than 2-1% at “he present

time.

an :nteiligent switch is presently peing instalied for high
speed switching. This iz wused to biridge multipie LAN'S,
either FDDI, Ethernet, Token Ring or others. The
intelligent switch offers many advantages over shared
channel LAN's. The advantages incliude an increase in the
vandwidth, latency (propagation delay) reduction. p
increase in connectiviiy, and better trafiic management.

1
ia

This configuration should increase throughput due to the
Ethernet LAN segmentation and the installation of FDDI
controliers for the VAX cluster, varicus Intergraph servers,
and several VAX workstations which have a high workload.
one also has the option to privatize Ethernet workstations,
if the load demands. Tt shculd also be notecd that other
developers have reported that until all workstations are
upgraded to FDDI a sizable increase in throughput is usually
not recognized, this 1is due not only to the 10 Mb/s output
of the Ethernet controller, but applications are not taking
advantage of the higher bandwidth available from FDDI.

Performance data 1is presented for the 1988 and 1954 CAD/CAE
Ethernet configurations and the 1994 cffice Autcmation
network. The Microsoft mail faciiity was alsc monitorsd te
Getermine it's impact on +he CAD/CAE LAN.
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1.INTRODUCTION

The Computer Aided Design/Computer Aided Engineering
{CAD/CAE) network at Kennedy Space Center 1g& composed of

segmented Local Area Networks (LAN}. These segmented LAN's
are interconnhected through either bridges or routers. At
present this LAN is an Ethernet network. The

design,engineering workstations are various Intergrapn and
Digital Equipment Corporaticn products, mainly. The host 1is
a VAY cluster and there are several Intergraph servers, for
plotting,/printing/3disk storage.

The workstations use the VAX <¢luster for their work
environment. There are various protocols on the LAN, mainly
Internet Erotocol {IP) and DecNet, with some LAT (a DECnet
protocol; .

In e saections that follow, the foliowing items will be
discussed. 4 review of the NASA/KSC CAD/CAE netwoerk
configuration, Ethernet and FDDI principles and
nomenclature, intelligent switch concepts and presentation
of performance data fcr of the CAD/CAE and Office Automation
networks.

2. NASA/¥SC CAD/CAE NETWCRX CONFIGURATION

The NASA/KSC CAD/CAE network (1) configuration is composed
of a VAXcluster utilizing a 3tar <Coupler tying together a
JAX 11/780, VAX 6000-€1C, and a VAX 6000-510. The VAX 720
and VAX 6510 are tc be replaced with an ALPHA 7610 AXP and
an ALPHA 4000 AXP, respectively. The VAX <cluster 1is
presently interfaced to the workstation environment thirough
an Ethernet LAN, and bv Bridges/Routers to workstations that
are not situated at the Headquarters building.

The NASA/KSC CAL/CAE LAN presently provides connectivity for
the CAD/CAE workstations, which are Intergraph and DEC, and
PC's. The network communicates between HQ's, O&C, EDL,
CIF, and the Merritt Island Courthouse {MICH) on Brcadband
communication Distribution System (BCDS) Channel FM1. There
is also a gateway to NSI-DECnet network.

There are several DEC workstations in the Mechanical

Engineering area and Boeing has a DEC workstation. These
are VAXstation 406C0's and 3176's.
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The Headgquarters CAD/CAE LAN 1s a segmented Ethernet network
and their is presently an FDDI fiber optic ring for the
Kennedy Metropolitan Area Network (KMAN). KMAN 1s to
provide connectivity to other sites {in the future) and
presently to off-KSC sites.

The rationale for migrating from the present Ethernet
configuration to a fiber optic Dbackbone 1is due to the
increase in the number of workstations and the movement of
the applications to a windowing environment, extensive
document transfers, and compute intensive applications.

In a NASA/KSC report (2) presented in 1988, the Ethernet
utilization was 3%, or less, and there were only fourteen
Intergraph workstations on the Headguarters LAN. At present
utilizations of 80C%, or less, have pbeen observed in short
bursts and 10-25% averaged over longer time periods. There
are presently 58 workstations on the NASA/KSC HQ LAN.

This is then the rationale for obtaining an increase 1in
bandwidth to relieve present congestion and provide the
capabilities for future growth. It should be noted that in
network communications terminology bandwidth 1is the amount
of data that can be transmitted over a channel in
bits/second. This is a different definition than used 1in
electrical engineering terminology.

There are several alternatives for providing greater
bandwidth for the CAD/CAE LAN. One is through segmentation,
this is a reconfiguration of the LAN network into segments
whereby one tries to keep traffic local to the segment and
only obtain access tc other segments if needed. This
results in usage of Bridge/Routers to connect the wvarious
segments. Propagation delay will be increased every time a
Br.dge,/Router 1is introduced into the network. Propagatiocn
delay is the amount of time between the time the message 1is
sent from the source to being received by the intended
destination. In the LAN being investigated it is presumed
that most traffic 1s between the workstations and the
VAXcluster, thereby segmenting would not alleviate the
problem to a great degree, since the channel would be
utilized between the workstation and the VAXcluster.

Another approach, i.e., as compared to segmentation, 1is the
concept of Intelligent Switching. Intelligent switches are
able tc accommodate Ethernet and FDDI modes and able to
switch, Dbetween segmented networks either internally or
oxternally, at a very rapid rate. This not only reduces the
propagation delays, but allows one to migrate to FDDI rather
than configuring for fiber optics entirely.
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They also provide concurrent communications between
workgroups and can match different bandwidth LAN's through
the switch interface. In general one can achieve a high
through-put, low-propagation delay (latency), and
transparent commuinication between end-stations.

Tn the case of the NASA/CAE LAN this was a reasonable

migration for =several reasons. One, most  of the
workstations are not upgradeable to FDDI controllers and the
cost would also be prohibitive. Two, the system is not vet

saturated but 1if the workload increases 1n the future it
w-11 be nreeded. Thirdly, there 1is a movement to FLOTI
configuraticns at NASA/KSC (3).

3. LOCAL AREA NETWORK TECHNOLOGY

Ttthernet (IEEE 802.3 Carrier Sense Mulitiple Access with
Collision Detection - CSMA/CD) (4) provides the services of
the lower two layers 1in the International standards
Organizaticn (ISO) Open Systems Interconnection (0SI) model
for network protocols.

Ethernet is a carrier sense protocol. 1.e., all staticns
monitor the cable during their transmission, terminating
transmission immediately if a collision 1is detected. wWhen

an Etherrnet station wiches to transmit a packet a carrier
sense 1s performed forcing the station tc defer 1f any

transmission is in progress. Tf there is no station sensed
to be transmitting then the sender can transmit after an
appropriate delay. It is possible that two, oOr more,

stations will sense the channel idle at the same time angd
begin transmitting. This has the possibility of producing a
collision. The station will continue monitoring and sense
this collision. When a collision is detected the station
will stop transmitting and will reschedule a re-transmission
at a later time. Re-transmission time is random and 1is
selected using a binary exponential backoff algorithm.

FDDI is a token passing technology that uses a timed token
protocol (5}. There can be multiple frames on the network
which is configured as a logical dual ring, or a dual ring
of trees. The media standard is presently optical fiber,
although transmission of the packet over copper 1is also
being considered and should be 1in the standard, in the
suture. The designation for the later 1is Copper Distributed
Data Interface (CDDI). The bandwidth is 100 Mb/s. of
course the transmission distance for a predetermined db loss
is greater with a fiber optic cable, as compared to a copper
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cable. There 1s also concern with cross-talk and vadiation
with the copper media. These concerns are being addressed,
mainly through twisted pair and shielding.

There are various ccnfigurations for high speed intzalligent
switches (6). They are used to interconnect multiple LAN's,
either FDDI, Ethernet, Token Ring o1 others. The
intelligent switch offers many advantages ovel shared
channel LAN's. The advantages inciude an increase 1ir the
bandwidth, latency (propagation delay) reduction, an
increase in connectivity, and better traffic management.

Depending upon the vendor the switch may/may not
1aterconnect various communication standards intarnally.
some of the configurations are:

¢ Ethernet to Ethernet switching

¢ FDDI to FDDI switching

¢ FDDI to Ethernet to Token Ring switching externally
o FDDI to Ethernet switching internally

There are switches which allow only Ethernet to Ethernef or
Token Ring to be internetworked by bridging.

The FDDI to FLDI switching configuration is basgically a FDDI
concentrator. one can typically purchase TDDI line cards
with two, Or mere ports. These ports would support SAS or
pAS devices, oOr presumably SAC or DAC concentratores.
Through the purchase of appropriate Dbridges FDDI and
Ethernet segments can be interconnected. These switches can
set up concurrent connections to obtain an aggregate
throughput much higher than a singlie segment could obtain.
These switches achieve 1low latency by nct utilizing the
store and forward concept, but to use cut-through
forwarding. This technique forwards a packet as soon as the
destination address is determined from the header.

Ancther type of switch can be called the intelligent switch,
in that the internal configuration is such that FDDI can be
integrated with Ethernet communications. The concept 1is to
have a collapsed FDDI backbone internal to the switch and be
able to Dbridge from external FDDI or Ethernet stations
through the FDDI backbone. There is also the possibility of
switching at the module level without going through the FDDI
backbone for the Ethernet module. The FDDI module must go
through the FDDI backbone internal to the switch.

Each Ethernet module contains ports which can have either

£thernet LAN segments connected or a private Ethernet
channel, i.e., an end-station. Ethernet segnents attached
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to a unigue module are switched by an internal bridging
function to the appropriate output port. Ethernet segment
connections for ports on separate modules must go through
the FDDI internal backbone to arrive at the destination
address. The same is true for FDDI SAS/DAS connections.

This allows very sophisticated interconnections between
dissimilar LAN segments and alsc allows gradual migration to
FDDI devices as bandwidth needs increase. The communication
between Ethernet and FDDI is transparent. Due to the usage
of the FDDI internal backbecne (backplane) there is 2 maximum
of two low latency "hops" between any two stations.

Normally, a switch will have filtering capability baced on;
source address, destination address, protocol type, Or Some
combination of these attributes. This can be usually done
on a per port kasis, or workgroup. scme routing functions
can be obtained through this capability.

4. CONFIGURATION FCR MIGRATION TO FDDI

The present Ethernst LAN in the Headquarters building 1is a
single segmented LAN with bridge/router connections to other
CAD/CAE LAN's and other parts of the KSC network. To
provide capabilities fcr migraticn to FDDI when resources
permit and loading necessitates, the intelligent switching
configuration was proposed (3).

This configuration consists of a buiiding switch and the
configuration will allow migraticn to FDDI when workstations
are upgraded to FDDI. It will also allow the Ethernet LAN
tc be segmented, which should provide dreater access for
each segment to the VAX cluster. components of the VAX
cluster and the various servers have FDDI contrellers
available and hence will be integrated 1into the building
switch. The conhection to the Metropclitan Area Network
will be provided by a Router.

The intelligent switch 1is from the Synernetics Corporation
and has four modules available (7):

System Processor Module {SPM}

FDDI Enterprise Access Module (FEAM)
FDDI Concentrator Module (FCM)
Ethernet Switching Module (ESM})

O 000

The SPM module is dedicated to the management of the system
and it continually monitors the system and is used to
configure the system. This module 1is required.
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The FEAM provides A/B ports for ccnnecting the switch to an
FDDI backbone.

The FCM is an FDDI cconcentrator and allows one TO connect
end stations and other intelligent switches to the FDDI
backbone.

The ESM has Ethernet connections which can be switched and a
fully translational Ethernet to FDDI bridge which can
forwaréd messages to other ESM modules or to FDDI stations
via the FDDI collapsed backbone internal to the intelligent
switch. Messages can be switched between ports cn an ESM
without going through the FDDI backbone.

%, EXPERIMENTAL EINVIRONMENT

To enable collection of data concerning the traffic on the
NASA/KSC CAD/CAE network a network analyzer was used to
characterize the traffic. Network analyzers are useful for
monitoring, debugging, managing, and characterizing local
area networks. Specifically, the analyzer can examine all
frames transmitted/received on the network. The analyzer
can compute, display, and store statistics about network
activity, such as average and peak traffic rates, frame
cizes, protocol distribution, and other items.

The network analyzer used for these tests was a Network
General Corporation Sniffer Network Analyzer ({8). The
menitor provides an exact picture of network activity at a
given instance, or the activity can be captured 1n various
historical logs.

The folleowing is a partiail list of the monitor's
capakilities:

o 1024 stations can b2 monitored.

o Alarme for specific stations, or the entire network,
can be generated.

o Real-time traffic and historical information for
individual stations, and/or the entire network
can be captured.

o The statistics gathered can be sorted to suit the
user.

o Management reports can be generated.

o Will automatically store in a file, selected
information, at pre-determined time intervals.

The Ethernet monitor can monitor a network continuously for

up to 49 days. This monitor can be utilized on an Ethernet
(IEEE 802.3 ! network.
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In the following a compilation ¢f frame traffic, average and
peak utilization, frame length, protocol traffic is
presented for the NASA/KSC CAD/CAE network for the network
configuration of 1988 and 1994 and the Cffice Automation
network and Microsoft mail facility.

It should be noted that the 1988 data was captured by an
Excelan LANalyzer EX 5000 Series Network Analyzer.

6. FRAME TRAFFIC

The frame traffic on the Ethernet has been observed to be
the following, see Figures 1,2:

1994 Traffic

o 3,500,000 framas during ncrmal work hours
{approximately, 7:30 to 15:30)

o 3,500,000 frames during evening hours
This is approximately a 300% increase over the 1988 traffic

{@uring the ncrmal work hours) and a 270% increase 2ver the
1988 traffic (during the evening hours;.

oW

7. UTILIZATION/3COLLISIONS/STATION%USE/PROTOCOL DISTRIBUTION

The Ethernet utilization {and other information) is
presented in Table I fer a period of a month. This Takle
has summarized the % Collisions, % Average Utilization, and
the three Stations and Protoccls with with the highest
usage. The data for 1988 showed an average utilization of
less than %, and a maximum peak utilization of 3 %, or
less. While 1994 traffic peak utilizations are not shown in
Table I, Figure 3 shows that 80 % peak utilizaticns have
been encountered for 10 secend snapshots and 10-25 %
utilizations have been observed over longer time pericds,
see Figure 4. Figure 4(a), (b) and {c¢) show average
utilizations (snapshots) over 30 minute, 15 minute and 5
minute time intervals, respectively.

The distribution of frame 1lengths is similar to the 1988
distribution, although a larger percentage of the frames are
now in the high end of the frame distribution. This implies
that more "useful® data 1is being sent over the network, as

compared to "handshaking/acknowledgments", see Figure 5.
The protocel distribution has changed from a preponderance
of XNS (Xerox Network Systems) to basically Internet
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protocol (IP). This is due touﬁhe'lyﬁe of protodols being
utilized by the stations, shifting to IP over the last
sevaral years, see Figure 6.

Collisions/CRC alignments cause Very few frames to be lost,
thie 1is expected when the average utilization rate is 1low
and due to the carrier sense before transmission of Ethernet
(see Figures 1 and 2).

It can be seen from Takle I and Figure 4, that the average
¢ ccilisions and average % utilization is well below the

thresholds that are stated in the literature {(9). These are
given as, 10% and 35%, respectively. The peak network

utilization for the NASA/KSC has been ovserved as high as
80%, where the peak utilization as stated in the literature
is given as 55%. The thresholds, stated in Reference (9),
are values for which network segmentation (or, obtain more
bandwidth) is deemed advisable.

8. MICROSOFT/OFFICE AUTOMATION UTILIZATION

Taple TII shows the Microsoft mail data similar to Tabie I
for the CAD/CAE network. while the Microsoft mail service
is already absorbed in the previous data, see Table I. and
is presently a minor portion of the network traffic (less
than %, average utilization). The Headquarters Office
Automation (OA) network segment 1s presently a separate
qetwork and is planned to ke moved to the CAD/CAE network.
Table III reflects the impact that this migration might have
on the CAD/CAE network. This migration should have minimal
impact due to it's present activity (less thank 3-4% average
utilization, and peak rates in 12-15% range).

9. SUMMARY

The measurements repcrted reflect oniy the frame traffic on
the CAD/CAE and Office Automation networks, not the actual
work effort in a design/office project. The workload in a
design/office project 1is composed of tasks other than
workstation interaction and the amount of interaction will
depend upon the task.

From the test data obtained in this evaluation one can
conclude that there is slack in the CAD/CAE network traffic,
with regard to average and peak utilizations. It should be
able to accommodate the Office Automation traffic monitcred
and any increase in Microsoft mail activity.

The planned migration to FDDI utilizing & Synernetics
switch, will provide a network configuratien that will be
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able to provide average and peak utilizations and %
collisions well below published thresholds. The Synernetics
switch also has the capability to further segment the
Ethernet workstations and add FDDI wotkstations, as they
become available, or if traffic warrants further
segmentation.

A follow-up to this study is to evaluate the CAD/CAE network
after the planned migration to FDDI has been finalized and
the Office Automation network traffic has been transferred
to the CAD/CAE network.

1C0. REFERENCES

1. Kennedy Space Center Network Handbook, KSC-DL-3572, March
17, 1993.

2. Zobrist, G. W., "Performance Evaluation of NASA/KSC
CRD/CAE Graphics Local Area Network", NASA/KSC Research
Report, NASA Grant NGT-60002, October 1988.

3. Zobrist, G. W., "Switch Configuration for Migration to
Optical Fiber Network", NASA,/KSC Research Report, August 13,
1993.

4. Stallings, W., Handbock c¢f Computer Communications
Standards: Volume 2 - Local Network Standards, Howard W.
Sams Company, Indianapolis, IN, 1987.

Ross, F. E., "FDDI - a Tutorial", IEEE Communications
agazine, Vol. 24, No. 5, May 1986, pp. 10-17.

Z o

5. Herman, J. and Serjak, €., "ATM Switches and Hubs Lead
the Way to a New Era of Switched Internetworks", Data
Communications, March 1993, pp. 69-84.

7. Switching Hubs: An Integral Part of ATM Implementation,
Synernetics Corporation, 85 Rangeway Road, North Billerica,
MA 01862.

8. Sniffer Network Analyzer-Ethernet Monitor Operations,
Network General Corporation, Menlo Park, CA, 1992

9. Stern, Hal, Managing NFS and NIS, O'Reilly & Associates,
Sebastopol, CA, 1991

559



RIS arvepronrasimn sttt

akL STQTISTICS*

.-

%%
X

Traffic Counts

o

Total Stations 141 active Stations
‘averags Usage 6.76 ¥ Curvreni sayn
Totsl Framue 3,634,554 Current Frames
Total Butes 1,789,957,723 Curvent Ky

My Frame Sizo 492 fivy Frame &3

Timestamps

AT

Error Counts

Monitor Started Jun 21 88:46:37

Punt Frames
CRG/7atign EBvrors Hoeitor antive 8 dau(s) 86:18:82

Total Frame Hrrors
Firast ficticviiy Jun 21 88:46:37

Callisions Last fotiviiy Jun 21 14:56:37
Hetuork active 9 day(s) 86:18:88

Misseds/Last Frames

%g

/fww A

/4/1..

T Trakfic Counts

Total Statiowns 142 fctive Statious
fiverage lsage 1.76 # Curvent Hsage
Total Frames © 3, 136, 447 Current Frames
Total By 1,253,371,958 Surrent Byte
fivg Frame 3ize 399 fyog Frome 3ise

Erroy Counts Timestlamps

Runt Frames Monitor Started Jun 28 15:32:49
LROZ8Eign Exvors Monitor Nctive ® day(s) 16:44:47

Total Frame Erpors
Firat potivity Jun 28 15:32:49
Collizlions Last fBetivity Jun 21 88:17:34
Netuork fAcoctive 8 day(s) 16:44:45

Mivsed Lost Frames

Figure 2. Global 5tatistics - Evenindg Houls

560



Tatal Btationz

nearage Usage
- Total Frames

Total Butes
- fvg Frame &

iwe

u D

owa Yy

5
\\&;

770
\\\\ 7

Fime

Jun 28 28:30
28:88:
19:38:
19:806:
18:30:00
18:88:060
17:38:68
17:00:88
i6:3B:00
16:980:08
15:38:080
15:0880:088
14:36:98
14:88:068
13:38:08
13:09:00
12:30: 08
12:60:00

- 8o
ea
317)
347}

R~

Ficure 4(a}.

185,

NN

AV

7

Traffic Counts

fictjve Stations
Cuaxrrent UHsage
savraunt Frames
Current Bytes
fivy Frame Size

129
7.
614
323
637

18 =«

298,
386,

35
Seconds

Peak Utilization Snapshot

.

virage

1.67
8.81
8.73
8.99
1.42
2.84
6.23
3.48
5.28
12.99
18.37?
3.85
7.78
1e.77
9.11
4.84
2.98
4.72

30 Minute Siot

AR

erage Utilization -

561



N WU mW

i

$TATI
T i

Jul 85 13:35:86

13:28:86
13:85:

Figqure 4(b'.

ATl
Time

Jul 86 14:49:14

14:44:14
14:39:14
14:34:14
14:29:14
14:24:14
14:19:44
14:14:14
14:09: 14
14:04:14

13:59:14
13:54:14
13:49: 14
13744714
13:39:14
13:34:14
13:29:14
13:24:14

a(chy.

vilzage

4.19
4.03
4.99
1.68
4.25
2.78
3.25
2.19
2.41
3.16
2.31
5.53
7.96
6.38
5.36
?.42
2.74
2.35

Avevade

slisagyn:

7.39
5.99
18.55
4.35
9.59
9.66
A ¥
25.62
17.32
16.81
5.36
6.13
5.11
14.33
4.78
11.51

714,97

8.94

B i 5 et

rerage UL

15 Minute Slot

ilization 5 Minute




31 89:23: 82

Framgs Perceni Z8 48 €8 eg 1eg

[ DUURE SN WOURR J SUNNNN SO NS S S—
Under 68 17 B8.81
563 1, 851, 687 32.88
&1- 128 535, 115 16.73
129~ 256 136, 799 4.27
257~ 512 723, 484 22.61
5313182 212,737 6.65
1925-1514 538, 644 16.84
HDver 1514 9.08

16 : (| \\\.‘w 34 g4 i 7 % 7 .‘ ’
4 g % / 7 \\\\\\\\\”H V. 2 .. \. / : . . e §W ..
.

Etheriyps ’ tes uwTotal 8@

ip . 889, 878, 616 61.25
ORE 368, 868 8.83
A3RY 54, 249 8.81
- RARY 2,768 8.81
aTALK 34, 142, 282 2.55
Bavuan a 8.88
EEUNET 334,631, 185 25.82
EAT 93, 296, 852 7.74
L Leve . 8 8.08
"LaNBRedg - .3, 783, 110. 8.37
- &NE 5,625, 634 0.47
BEz2.3 27, 384, 886 2.14
{¢lher 4,778, 996 B.39

Figurs 5. Protocol Distribution

563



SNIFFER DATA FOR CAD/CAEWﬂglgggiﬁﬁiETHERNET

COLLECTED BY GEORGE W. 20BRIST ‘ R ’ =
UNIVERSITY OF MISSOURI-ROLLA
TIME/DATE $COLLISIONS $AVE USAGE STATION %USE PROTOCOLS
FROM TO
06,03 06,03 7.83 % KSCDLL 4.7% P 93%
07:00 11:00 PONRTR 2.3% DECNET 2%
INTGRn 2.3% LAT 3%
06,03 06/06 0.80 % BRDCST 0,3% 1P 80%
15:00 09:30 SUN 0.3% ATLK 6%
PONRTR 0.3% DECNET 4%
06,03 06/10 3.92% KSCDL1 2.2% ip 75%
10:00 08:00 PONRTR 0,9% DECNET 16%
INTGR 0.7% LAT 5%
06,10 06/13 1.50% KSCDL1 0.5% IP 79%
09:00 13:00 BRDCST 0.3% DECNET 10%
PONRTR 0.3% LAT 4%
06,14 06/15 .33% 1.99% KSCDL1 1.0% IP 58%
08:30 08:30 PONRTR 0.6% DECNET 22%
BRDCST 0.3% LAT 13%
06,15 06/15 .33% 3.0% KSCDL1 2.1% IP 44%
09:45 08:30 PONRTR 1.7% DECNET 45%
e i o BRDCST 0.3% LAT 7%
06,16 06/17 ovElw 7.0% kscpLl 5.7%  Ip  86% 7
09:30 08:30 PONRTR (1.7% DECNET 8%
CISCO 0.9% LAT 3%
06,17 06/17 1.0% 6.2% KSCDL1 3.7% P 66%
09:15 15:00 INTGR '1.1% DECNET 22%
PONRTR 0t9% LAT 10%
06,17 06,20 0.1% 0.7% ppcsST 0.3%  IP 763
15:30 09:00 SUN 0.3% DECNET 6%
PONRTR 0.3% LAT 5%
06,20 06,20 0.7% 4.4% INTGR 1.2% P 76%
09:00 15:00 KSCDL1 1.0% LAT 14%
INTGR 0.9% DECNET 7%
06,20 06/21 0.3% 1.8% KSCDL1 0.9% IP 61% i
15:30 08:15 PONRTR 0.4% DECNET 25%
INTGR 0.4% LAT 8%
. 3 I P - —_ .
Table I. Network Analyzeyr Data for CAD/CAE Ethernet
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TIME/DATE
FROM TO
06,21 06/21
08:45 15:00
06,21 06/22
15:30 09:30
06,22 06/29
10:00 14:30
06/29 06/30
15:15 08:00
06,30 07/01
14:30 07:20
07,01 07/05
08:00 09:00

R 07,05 07/06
15:40 08:20

07/06 07/06

08:45 14:30

Table TI.

SNIFFER DATA FOR CAD/CAE NETWORK — ETHERNET

COLLECTED BY GEORGE W. ZOBRIST
UNIVERSITY OF MISSOURI - ROLLA

$COLLISIONS

OVFLW

0.4%

OVFLW

0.25%

$AVE USAGE

3.3%

1.2%

STATION $USE

INTGR
INTGR
PONRTR

KSCDL1
INTGR
PONRTR

K5CDhL1
INTGR
PONRTR

KSCDL1
PONRTR
INTGR

KSCDL1
INTGR
CIsCo

KSCDL1
PONRTR
BDCST

KSCDL1
PONRTR
KSCDM2

INTGR
INTGR
KSCDL1

4.2%
3.6%
1.2%

0.8%
0.5%
0.4%

1.6%
0.8%
0.8%

2.2%
1.7%
0.5%

7.8%
1.2%
1.1%

0.5%
0.5%
0.3%

1.2%
0.4%
0:4%

i
3.2%
2.4%
1.7%

PROTOCOLS
IP 88%
LAT 6%
DECNET 4%
IP 65%
DECNET 22%
LAT 6%
IP 79%
DECNET 13%
LAT 1%
IP 38%
DECNET 49%
LAT 8%
IP 82%
LAT 11
DECNET 4%
Ip 64%
LAT 18%
DECNET 8%
ip 51%
DECNET 21%
LAT 20%
IP 54%
DECNET 21%
LAT 20%

(cont.) Network Analyzer Data for CAD/CAE Ethernet
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DATE

06/30
14:30

07,01
08:00

07/05
15:40

07/06
08:45

™ 1 .=
IS abhLz

CAD/CAE NETWORK TRAFFIC FOR 3COM/MICROSOFT MAIL SYSTEM

FROM
07/01
07:30

07/05
09:00

07/06
08:20

07/06
15:00

COLLECTED BY GEORGE W. ZOBRIST |-
UNIVERSITY OF MISSOURI-ROLLA
3COM ACCCE3 3COM AEFS2F
TOTAL FRAMES/ AVE USE% TOTAL FRAMES/ AVE USES%
BYTES BYTES
23,277/ .01% 28,299/ 0.01%
2,847,344 7,355,818
134,533/ .01% 152,719/ 0.01%
16,465,059 41,425,007
47,077/ .01% 77,003/ 0.03%
9,083,530 22,585,705
20,281/ .01% 58,635/ 0.09%
3,927,691 24,108,669

Networlk Analyzer hata for Micrvosoft Mail
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SNIFFER DATA FOR OFFICE AUTOMATION - ETHBERNET

COLLECTED BY GEORGE W. ZOBRIST

UNIVERSITY OF MISSOURI-ROLLA

TIME/DATE $COLLISIONS $AVE USAGE STATION $USE
FROM TO

07,07 07/11 1.25% 0.3% DEC 0.1%
14:40 07:40 BDCST 0.1%
. NOVLL 0.1%
07/11 07/11 1.0 % 0.4% DEC 0.2%
08:30 14:45 CISCO 0.1%
BDCST 0.9%
07/11 07/12 0.2% 0.6% NOVLL 0.3%
15:20 08:00 DEC 0.1%
cisco 0.1%
07/12 07/12 0.6% 0.5% ci1sco 0.3%
08:20 14:30 DEC 0.1%
BDCST 0.1%
07,712 07/13 2.0% 0.7% NOVLL 0.4%
15:30 08:15 BDCST 0.1%
DEC 0.1%
07/13 07/13 0.7% 0.6% cisco 0.3%
08:45 14:30 DEC 0.1%
ADDR 0.1%
07,13 07/14 2.0% 0.7% NOVLL  0.4%
15:00 07:45 DEC 0.1%
BDCST 0.1%
07/14 07/14 1.6% 0.5% cisco 0.2%
08:10 14:40 DEC 0.1%
BDCST 0.1%
07,14 07/15 0.1% 0.5% NOVLL 0.2%
15:15 07:30 DEC 0.1%
cisco 0.1%
07,15 07/15 1.0% 0.7% CISCO 0.2%
08:00 14:30 DEC 0.2%
BDCST 0.2%

Tahle IIT. Network Analyzer Data for Office

Automation Network
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PROTOCOLS
1p 38%
ATLK 32%
802.3 18%
ATLR 47%
Ip 34%
802.3 11%
IP 52%
ATLK 30%
802.3 11%
ATLK 40%
802.3 30%
IP 23%
IP 60%
ATLK 22%
802.3 11%
802.3 32%
ATALK 32%
IP 28%
IpP 57%
ATLK 26%
802.3 11%
ATLK 46%
IP 26%
802.3 20%
ATLK 41%
IP 40%
802.3 12%
ATLK 52%
IP 24%
802.3 18%
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